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Abstract

Data clustering is one of the most important tools for analyzing the structure of datasets.
It has been applied to various fields such as machine learning, data mining, pattern recog-
nition, image analysis, bioinformatics, information retrieval. The most difficult problems
in cluster analysis are the identification of the number of clusters in a dataset, determin-
ing to which cluster each member belongs, and finding the suitable distance function.
This research investigated the problem of Computer Skills-2 (CS2) course’s grade scale
based on K-means clustering technique. It applied this technique to the University of
Jordan (UJ) students who took the Computer Skills-2 course. In particular, the K-means
clustering algorithm is employed to distinguish student groups who might share similar
misconceptions.

The main objective of this research is to find a solution to the CS2 classes’ classifi-
cation problem. CS2 course problem resides in its grade scale at the end of the course
semester. CS2 course is given to both medical and humanity colleges’ students within the
same sections. The CS2 grade scale usually consists of two categories of grades. Theses
categories are two levels. The first level is the high scores, usually consist of the medical
colleges’ students, and the other is the low scores, which is usually from humanity col-
leges’ students. If similar groups of students can be found depending on their previous
backgrounds, knowledge, type of education, discipline, abilities and skills, then the coor-
dinator of the CS2 course will be able to allocate them to same sections. This allocation
will enable instructors to provide students with specific topics, help, mentor, materials,
exams and exercises, according to a specific knowledge level that is suitable for each
section. This may enable students to gain better knowledge, well understanding and get
higher marks. A
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xv

The main objectives of this research are:

1. Finding the relationship between students’ attributes and their academic achieve-
ments in CS2.

2. Finding groups of students of similar interests i.e. backgrounds, knowledge, type
of education, discipline, abilities and skills.

3. Adapting the CS2 course to these groups of similar interests.

4. Improving the students’ achievements and close academic gaps among students of
different backgrounds.

To solve the problem of CS2 classes’ classification, this research endeavors to find
the relationship between students’ attributes and their academic achievements in CS2. It
also introduces an approach that provides support in finding groups of students of similar
interests. This approach will also help in adapting the CS2 course to these groups of simi-
lar interests. Many experimental tests have been done on many datasets, using MATLAB
r2008b (The MathWorks, 2008). The research endeavor will investigate the problem of
CS2 course’s grade scale based on K-means clustering technique. This technique will be
applied to the UJ students who took the CS2 course and find out the results.

Clustering has been shown to be one of the most commonly used data analysis tech-
niques. It also has a long history, and has been used in almost every field, e.g., medicine,
psychology, botany, sociology, biology, archeology, marketing, insurance and library sci-
ence.

A
ll 

R
ig

ht
s R

es
er

ve
d 

- L
ib

ra
ry

 o
f U

ni
ve

rs
ity

 o
f J

or
da

n 
- C

en
te

r  
of

 T
he

si
s D

ep
os

it



www.manaraa.com

1

1. Introduction

1.1. Preface

Now a days, huge amount of data is generated which contains important information

that accumulates daily in databases and is not easy to extract. Data mining was developed

as a means of extracting information and knowledge from databases to discover patterns

or concepts that are not obvious. Machine learning provides the technical basis of data

mining by extracting information from the raw data in the databases (Amershi and Conati,

2007). There are two types of machine learning (i) supervised learning and (ii) unsuper-

vised learning. Data Clustering is one primary type of unsupervised learning (Bach and

Jordan, 2006; Jain et al., 1999).

1.2. Computer Skills

There are two course subcategories of the Computer skills course; (i) Computer Skills-

1 (CS1) and (ii) Computer Skills-2 (CS2).

1.2.1. Computer Skills-1

CS1 course is one of the prerequisite courses of the CS2. The CS1 course introduces

students to the fundamentals of computer. It consists of an introduction to computer

hardware and software. It also introduces students to a detailed functional description of

the main parts of a modern computer and Microsoft office applications such as (Word,

Excel, PowerPoint...etc.). Each student at the UJ has to take the CS1 course unless he/she

had passed its qualification exam. A
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1.2.2. Computer Skills-2

One of the obligatory courses at the UJ is the CS2 course. CS2 is one of the funda-

mental courses at the UJ. It is given by Computer Information Systems (CIS) Department

at King Abdullah II School for Information Technology (KASIT). The CS2 course intro-

duces students to problem solving using computer variables, algorithms and its represen-

tation, data types and definitions. It also introduces them to use advanced applications

using software packages such as MS Word templates, comparing documents, table of

contents, indexing, inserting data, mailing merge, MS Excel charts, functions, sorting and

filtering, MS Access tables, relations, forms, queries, reports, import and export files and

data, and introduction to the web applications.

1.3. Problem Statement

CS2 course is given to both medical and humanity colleges’ students within the same

sections i.e. medical and humanity students are taking the same course sections. This

affects the academic achievement of both colleges’ students and makes an achievement

gaps which persist between medical and humanity colleges’ students. CS2 course prob-

lem resides in its grade scale at the end of the course semester. Because of the academic

achievement gaps among students, the CS2 grade scale usually consists of two categories

of grades. Theses categories are two levels. The first level is the high scores, usually

consist of the medical colleges’ students, and the other is the low scores, which is usually

from humanity colleges’ students.

The main reason of the problem is due to the differences between students and their

backgrounds, knowledge, type of education, discipline, abilities, skills, understanding,

possible misconceptions and many other attributes that will be discussed. In order to solve

such problem, its causes have to be found. So a sample of student data was requested.

This sample was the whole CS2 sections for the last Spring Semester (2007/2008). A
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1.4. Problem Signification

In a classroom, a teacher attempts to convey his/her knowledge to the students, thus it

is important for the teacher to obtain formative feedback about how well students under-

stand his/her material. By gaining insight into the students’ understanding and possible

misconceptions, the teacher will be able to adjust the teaching and to supply more useful

learning materials as necessary. Therefore, the diagnosis of formative student evaluations

is critical for teachers and learners, as is the diagnosis of patterns in the overall learning

by a class in order to inform a teacher about the efficacy of his/her teaching.

The purpose of this research is to find solutions to the Computer Skills-2 (CS2)

classes’ classification problem that resides in its grade scale at the end of the course

semester. If similar groups of students can be found depending on their previous back-

grounds, knowledge, type of education, discipline, abilities and skills, then the coordina-

tor of the CS2 course will be able to allocate them to same sections. This allocation will

enable instructors to provide students with specific topics, help, mentor, materials, exams

and exercises, according to a specific knowledge level that is suitable for each section.

This may enable students to gain better knowledge, well understanding and get higher

marks.

1.5. Research Objectives

The main objectives of this research are:

1. Finding the relationship between students’ attributes and their academic achieve-

ments in CS2.

2. Finding groups of students of similar interests i.e. backgrounds, knowledge, type

of education, discipline, abilities and skills.

3. Adapting the CS2 course to these groups of similar interests. A
ll 

R
ig

ht
s R

es
er

ve
d 

- L
ib

ra
ry

 o
f U

ni
ve

rs
ity

 o
f J

or
da

n 
- C

en
te

r  
of

 T
he

si
s D

ep
os

it



www.manaraa.com

4
4. Improving the students’ achievements and close academic gaps among students of

different backgrounds.

1.6. Main Contribution

To solve the problem of CS2 classes’ classification, this research endeavors to find

the relationship between students’ attributes and their academic achievements in CS2. It

also introduces an approach that provides support in finding groups of students of similar

interests. This approach will also help in adapting the CS2 course to these groups of

similar interests. It will also improve the students’ achievements and close academic gaps

among students of different backgrounds. Many experimental tests have been done on

many datasets, using MATLAB r2008b (The MathWorks, 2008). The research endeavor

will investigate the problem of CS2 course’s grade scale based on K-means clustering

technique. This technique will be applied to the UJ students who took the CS2 course and

find out the results.

Clustering has been shown to be one of the most commonly used data analysis tech-

niques. It also has a long history, and has been used in almost every field, e.g., medicine,

psychology, botany, sociology, biology, archeology, marketing, insurance and library sci-

ence.

1.7. Chapters’ Organization

Chapter 2 gives an overview on the previous work that is related to the problem.

Chapter 3 explains the methodology of this research. Chapter 4 introduces the result of

the experimental tests. Next, Chapter 5 conclude with a summary on the result of the

experiments and give recommendations. Finally, Chapter 6 view a suggestions for future

work.
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2. Literature Review

2.1. Data Mining Background

Humans have been "manually" extracting information from data for centuries, but the

increasing volume of data in modern times has called for more automatic approaches.

As datasets and the information extracted from them has grown in size and complexity,

direct hands-on data analysis has increasingly been supplemented and augmented with

indirect, automatic data processing using more complex and sophisticated tools, methods

and models. Data mining is the process of using computing power to apply methodolo-

gies, including new techniques for knowledge discovery, to data (Maimon and Rokach,

2005).

Data mining identifies trends within data that go beyond simple data analysis. Through

the use of sophisticated algorithms, non-statistician users have the opportunity to identify

key attributes of processes and target opportunities (Christen, 2007; Pan et al., 2007).

Data mining is the process of extracting hidden patterns from large amounts of data.

As more data is gathered, with the amount of data doubling every year, data mining is

becoming an increasingly important tool to transform this data into information. It is

commonly used in a wide range of profiling practices, such as marketing, surveillance,

fraud detection and scientific discovery (Yin et al., 2005; Ciriani et al., 2008).

2.2. Machine Learning Background

Machine learning is the subfield of artificial intelligence that is concerned with the

design and development of algorithms that allow computers to improve their performance

over time based on data, such as from sensor data or databases (Mitchell, 1997). A major

focus of machine learning research is to automatically produce and induce models, such as

rules and patterns, from data. Hence, machine learning is closely related to fields such as A
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data mining, statistics, inductive reasoning, pattern recognition, and theoretical computer

science (Weiss, 1997). Machine learning provides the technical basis of data mining by

extracting information from the raw data in the databases (Jain et al., 1999; Bach and

Jordan, 2006). There are two types of machine learning (1) supervised learning and (2)

unsupervised learning. Data Clustering is one primary type of unsupervised learning

(Amershi and Conati, 2007).

2.2.1. Supervised Learning

In this type, knowledge is acquired from training data. The training data consist of

input objects and desired outputs. The output can predict a class label of the input object

(classification). The task of the supervised learner is to predict the value of any valid input

object after having seen a number of training examples, i.e. supervised learning discovers

patterns in the data that relate data attributes to a class attribute (Kogan et al., 2006; Kim

and Lee, 2000).

2.2.2. Unsupervised Learning

Unsupervised learning is a technique that is used to determine how the data are orga-

nized. This type of learning is distinguished from supervised learning in that the learner is

given only unlabeled examples, i.e. the user wants to explore the data to find some com-

mon structures or patterns. From a theoretical point of view, supervised and unsupervised

learning differ in the availability of the desired output. Clustering is one technology for

finding such structures or patterns (Amershi and Conati, 2007; Liu, 2007).

2.2.3. Data Clustering

Data clustering is an unsupervised learning, because in order to get the number of

clusters, we have to investigate, explore and fetch the data points we have. We need data

clustering to find the common attributes in the data and then find their clusters (Jain et al.,

1999). Data clustering is one of the most important tools for analyzing the structure A
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of data sets (Savvion Incorporated, 2006). It has been applied to various fields such

as machine learning, data mining, pattern recognition, image analysis, bioinformatics,

information retrieval...etc (Kogan et al., 2006). One of the most difficult problems in

cluster analysis is the identification of the number of clusters in a data set, determining

to which cluster each member belongs, finding the suitable distance function...etc. The

k-means algorithm is the best known partitional clustering algorithm. K-means computes

cluster centroids differently for each distance measure, to minimize the sum with respect

to the measure that has been specified (Bunn and Carminati, 1988; Pun and Ali, 2007).

2.3. Related Works

Here are some previous works which are related to the CS2 classes’ classification

problem:

2.3.1. Purposes and Principle of Clustering

A new approach, called CrossClus, which carried out cross-relational clustering with

user’s guidance, was proposed by Yin et al. (2005). CrossClus extracted the set of highly

relevant features in multiple relations connected via linkages defined in the database

schema, evaluates their effectiveness based on user’s guidance, and identifies interesting

clusters that fit user’s needs. This method took care of both quality in feature extraction

and efficiency in clustering (Yin et al., 2005).

A technique that can be used for various clustering purposes was proposed by Hoppner

and Klawonn (2008). They also extended the approach to avoid extremely small or large

clusters in their cluster analysis. They considered the problem of subdividing a set X of

N objects into C homogeneous groups with size constraint (Klawonn and Hoppner, 2006;

Hoppner and Klawonn, 2008).

An approach for assigning students into proper groups which was based on the fuzzy

clustering techniques was proposed by (Al-Zoubi et al., 2008). A
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2.3.2. Students Levels Evaluation

Nakkrasae et al. (2004) employed a computational intelligence approach to classify

software component repository into similarity component cluster groups based on Fuzzy

Subtractive Clustering algorithm. His approach not only is suitable for multidimensional

data, but also automatically decides the correct model classification (Nakkrasae, 2004).

A new formulation of the conceptual clustering problem was proposed by Mishra et

al. (2004). Their goal was to explicitly output a collection of simple and meaningful

conjunctions of attributes that define the clusters. The formulation differs from previous

approaches since the clusters discovered may overlap and also may not cover all the points

(Mishra et al., 2004).

Song and Rajasekaran (2005) studied the k-means clustering problem and proposed

three constant approximation algorithms for the k-means clustering (Song and Rajasekaran,

2005).

Christen (2007) discussed the student population and presented a course structure and

its assessments. His aim was to cover more than just the core data mining techniques

and algorithms (like classification, prediction, clustering and association rule mining),

but also to expose students to other important issues relevant to the knowledge discovery

in databases (KDD) process, ranging from data quality, pre-processing and integration

to privacy and social impacts of data mining. Additionally, he intended to give students

insight into current data mining research (Christen, 2007).

2.3.3. Clustering Techniques

Jain et al. (1999) presented an overview of pattern clustering methods from a statistical

pattern recognition perspective. They provided useful references to fundamental concepts

accessible to the broad community of clustering practitioners. They presented taxonomy

of clustering techniques, and identified cross-cutting themes and recent advances. They

also described some important applications of clustering algorithms (Jain et al., 1999). A
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Kim and Lee (2000) discussed a new type of semi-supervised document clustering

and attempted to isolate more semantically coherent clusters by employing the domain-

specific knowledge provided by a document analyst. They used an external human knowl-

edge to guide the clustering mechanism with some flexibility when creating the clusters.

Their approach was based on a variant of complete-linkage agglomerative hierarchical

clustering. They also developed the concepts of requested clusters by exploiting user

relevance feedback (Kim and Lee, 2000).

Borodion et al. (2004) proved that computing an approximate solution can be done

much more efficiently using fairly natural clustering rules. More specifically, for ag-

glomerative clustering (used, for example, in the Alta VistaTM search engine), for the

clustering defined by sparse partitions, and for a clustering based on minimum spanning

trees we derive randomized approximation (Borodin et al., 2004).

Bach and Jordan (2006) derived a new cost function for spectral clustering based on

a measure of error between a given partition and a solution of the spectral relaxation of

a minimum normalized cut problem. They also developed a tractable approximation of

their cost function that was based on the power method of computing eigenvectors (Bach

and Jordan, 2006).

The novel correlation clustering algorithm COPAC (Correlation PArtition Clustering)

that aimed to improve robustness, completeness, usability, and efficiency, was proposed

by Achtert et al. (2007). Their experimental evaluation empirically showed that COPAC is

superior over existing state-of-the-art correlation clustering methods in terms of runtime,

accuracy, and completeness of the results (Achtert et al., 2007).

2.3.4. Modeling of Intelligent Learning

A user modeling framework was outlined that uses both unsupervised and supervised

machine learning in order to reduce development costs of building user models, and facil-

itate transferability. It was applied to model student learning during interaction with the A
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Adaptive Coach for Exploration (ACE) learning environment (using both interface and

eye-tracking data). In addition to demonstrating framework effectiveness, authors also

compared their results from previous research on applying the framework to a different

learning environment and data type. Their results also confirmed previous research on the

value of using eye-tracking data to assess student learning (Amershi and Conati, 2007).

Web mining aims to discover useful information and knowledge from the Web hyper-

link structure, page contents, and usage data. Although Web mining uses many conven-

tional data mining techniques, it is not purely an application of traditional data mining

due to the semistructured and unstructured nature of the Web data and its heterogene-

ity. It has also developed many of its own algorithms and techniques.Liu has written a

comprehensive text on Web data mining. Key topics of structure mining, content mining,

and usage mining are covered both in breadth and in depth. His book brings together all

the essential concepts and algorithms from related areas such as data mining, machine

learning, and text processing to form an authoritative and coherent text. The book offers

a rich blend of theory and practice, addressing seminal research ideas, as well as examin-

ing the technology from a practical point of view. It is suitable for students, researchers

and practitioners interested in Web mining both as a learning text and a reference book.

Lecturers can readily use it for classes on data mining, Web mining, and Web search. Ad-

ditional teaching materials such as lecture slides, datasets, and implemented algorithms

are available online (Liu, 2007).

2.3.5. Intelligent Systems Approaches using Clustering Techniques

A class learning diagnosis problem was investigated by embedding important con-

cepts in a test and analyzing the results with a hierarchical coding scheme. Based on

previous research, the part-of and type-of relationships among concepts were used to con-

struct a concept hierarchy that may then be coded hierarchically. These approaches were

implemented as an integrated module in a previously developed system and applied to A
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two real classroom datasets, the results of which show the practicability of this proposed

method(Cheng et al., 2005).

Preschool children attending Head Start programs between 3 and 5 years of age, over

95% African-American were observed to determine physical proximity to peers as well as

rates of visual attention given and received. Sociometric data were used to derive peer ac-

ceptance scores, peer friendships, and sociometric status classifications. Three subgroup

types (high mutual proximity (HMP), lower mutual proximity (LMP), and ungrouped

children) were identified through complete linkage hierarchical clustering and chi-square

procedures from the proximity data. HMP subgroups tended to be larger, to have higher

sociometric acceptance scores, and children in these subgroups had more reciprocated

friendships than was true for the other subgroup types. Significant within-group pref-

erences and out-group biases were observed for both HMP and LMP subgroups using

measures of visual attention and sociometric choice data, but these were more marked

for HMP subgroups. Results are consistent with previous ethological studies of affiliative

structures in preschool classrooms and also show that methods of data collection and anal-

ysis from social ethology and child psychology research traditions are mutually informing

(Heather, 2006; Santos et al., 2008).

2.3.6. Data Normalization

The curse of dimensionality is a damning factor for numerous potentially powerful

machine learning techniques. Widely approved and otherwise elegant methodologies used

for a number of different tasks ranging from classification to function approximation ex-

hibit relatively high computational complexity with respect to dimensionality. This limits

severely the applicability of such techniques to real world problems. Rough set theory

is a formal methodology that can be employed to reduce the dimensionality of datasets

as a preprocessing step to training a learning system on the data. A utility of the Rough

Set Attribute Reduction (RSAR) technique to both supervised and unsupervised learning A
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was investigated in an effort to probe RSAR’s generality. FuREAP, a Fuzzy-Rough Esti-

mator of Algae Populations, which is an existing integration of RSAR and a fuzzy Rule

Induction Algorithm (RIA), is used as an example of a supervised learning system with

dimensionality reduction capabilities. A similar framework integrating the Multivariate

Adaptive Regression Splines (MARS) approach and RSAR is taken to represent unsuper-

vised learning systems (Shen and Chouchoulas, 2001). The goal of data normalization

and standardization is to eliminate data redundancy with the aim of ensuring the integrity

of data. In data fusion, score normalization is a step to make scores, which are obtained

from different component systems for all documents, comparable to each other. It is an

indispensable step for effective data fusion algorithms such as CombSum and CombMNZ

to combine them. Four linear score normalization methods were evaluated, namely the

fitting method, Zero-one, Sum, and ZMUV, through extensive experiments. Experimen-

tal results showed that the fitting method and Zero-one appeared to be the two leading

methods (Zighed et al., 1997; Ho and Scott, 1997).

Zalmai developed a fairly large number of sets of global parametric sufficient optimal-

ity conditions under various generalized assumptions for a discrete min-max fractional

programming problem involving arbitrary norms (Wu et al., 2006). Min-max control is a

robust control, which guarantees stability in the presence of matched uncertainties. The

basic min-max control is a static state feedback law. Recently, the applicability conditions

of discrete static min-max control through the output have been derived (Zalmai, 2007).

Results for output static min-max control are further extended to a class of output dynamic

min-max controllers, and a general parametrization of all such controllers is derived. The

dynamic output min-max control is shown to exist in many circumstances under which

the output static min-max control does not exist, and usually allows for broader bounds

on uncertainties. Another family of robust output min-max controllers, constructed from

an asymptotic observer which is insensitive to uncertainties and a state min-max control,

is derived. The latter is shown to be a particular case of the dynamic min-max control A
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when the nominal system has no zeros at the origin. In the case where the insensitive ob-

server exists, it is shown that the observer-controller has the same stability properties as

those of the full state feedback min-max control.Information system discretization widens

the use of rough set theory. Rough set attribute discretization should maintain the con-

sistency of knowledge base classification with less cut-points (Chmielewski and Jerzy,

1996; Sharav-Schapiro et al., 1999; Yang et al., 2007).

2.3.7. K-Means Algorithm

Adaptive k-means clustering algorithms have been used in several artificial neural

network architectures, such as radial basis function networks or feature-map classifiers,

for a competitive partitioning of the input domain. An enhancement of the traditional

k-means algorithm was presented. It approximates an optimal clustering solution with

an efficient adaptive learning rate, which renders it usable even in situations where the

statistics of the problem task varies slowly with time. That modification was based on the

optimality criterion for the k-means partition stating that: all the regions in an optimal k-

means partition have the same variations if the number of regions in the partition is large

and the underlying distribution for generating input patterns is smooth (Chinrungrueng

and Sequin, 1995; Wagstaff et al., 2001; Bhatia, 2004; ?).

Subspace clustering is a challenging task in the field of data mining. Traditional dis-

tance measures fail to differentiate the furthest point from the nearest point in very high

dimensional data space. To tackle the problem, minimal subspace distance was designed

which measures the similarity between two points in the subspace where they are nearest

to each other. It can discover subspace clusters implicitly when measuring the similarities

between points. We use the new similarity measure to improve traditional k-means algo-

rithm for discovering clusters in subspaces. By clustering with low-dimensional minimal

subspace distance first, the clusters in low-dimensional subspaces are detected. Then by

gradually increasing the dimension of minimal subspace distance, the clusters get refined A
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in higher dimensional subspaces (Ayaquica-Martinez et al., 2005; Zhao et al., 2006).

A research that aimed to assign weights to m clustering variables, so that k groups

were uncovered to reveal more meaningful within-group coherence. A new criterion to

be minimized was proposed, which is the sum of the weighted within-cluster sums of

squares and the penalty for the heterogeneity in variable weights (Huh and Lim, 2009).

2.3.8. K-means Clustering Algorithm Time Complexity

Clustering techniques have become very popular in a number of areas, such as engi-

neering, medicine, biology and data mining. A good survey on clustering algorithms can

be found in (Lingras and Yao, 2002). The k-means method is an old but popular cluster-

ing algorithm known for its speed and simplicity. Until recently, however, no meaningful

theoretical bounds were known on its running time. Arthur and Vassilvitskii demonstrate

that the worst-case running time of k-means is superpolynomial by improving the best

known lower bound (Vrahatis et al., 2002; Arthur and Vassilvitskii, 2005; Tian et al.,

2005). One approach is based on Genetic Algorithms, and the other is an adaptation of

K-means algorithm. Both the approaches have been successful in generating intervals of

clusters. The efficiency of the clustering algorithm is an important issue when dealing

with a large datasets. Lingras and Yao provides comparison of the time complexity of the

two rough clustering algorithms (Abascal et al., 2006).

2.3.9. Clusters Evaluations

Some of the established approaches to evaluating text clustering algorithms for infor-

mation retrieval show theoretical flaws. These flaws were analyzed and new evaluation

measure to overcome them was introduced. Based on a simple yet rigorous mathemat-

ical analysis of the effect of certain parameters in cluster based retrieval, it was shown

that certain conclusions drawn in the recent literature must be taken with a grain of salt

(Huijsmans and Sebe, 2001). A
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Performance evaluations in Probabilistic Information Retrieval are often presented as

Precision-Recall or Precision-Scope graphs avoiding the otherwise dominating effect of

the embedding irrelevant fraction. However, precision and recall values as such offer an

incomplete overview of the information retrieval system under study: information about

system parameters like generality (the embedding of the relevant fraction), random per-

formance, and the effect of varying the scope is missed. Two cluster performance graphs

were presented. In those cases where complete ground truth is available (both cluster size

and database size) the Cluster Precision-Recall (Cluster PR) graph and the Generality-

Precision=Recall graph are proposed (Mehlitz et al., 2007).
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3. Materials and Methods

This Chapter will address how goals and objectives will be met. Also where the

various activities took place are explained. The adopted methodology steps are show in

Figure 3.1.

As seen in Figure 3.1, The adopted methodology steps are:

1. Data collection: this task was achieved at first. In this step, the needed information

was acquired.

2. Data Preprocessing: this task was achieved after data was acquired. Data prepro-

cessing step consists of three parts which are:

• Dimension Reduction.

• Reclassification.

• Data Standardization.

3. Data Clustering: this task is the main step in this research. Data clustering step

includes the K-means Clustering Algorithm.

4. Data Analysis: this was the final step. Data Analysis consists of four parts which

are:

• Significant Attributes Selection.

• Number of Clusters Selection.

• Suitable Distance Function Selection.

• Suitable Cluster Identification Selection.
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Figure 3.1: Materials and Methods (Methodology) steps Flow Chart

3.1. Data Collection

This is the task of gathering general information and resources. A sample of student

data was acquired. This sample was the entire CS2 sections for the last Spring Semester

(2007/2008). As seen in Figure 3.2, this sample consists of 2088 student records and 26

attributes as student’s number, student’s GPA, Faculty, the Computer Skills-1 mark and A
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others.

Figure 3.2: A snapshot of the Students’ Data records.

3.2. Data Preprocessing

Data preprocessing describes any type of processing performed on raw data to prepare

it for another processing procedure. Data preprocessing transforms the data into a format

that will be more easily and effectively processed for our clustering purpose. Some of the

important tasks in data preprocessing include:

1. Data Interpolation.

2. Smoothing of noisy data.

3. Identification and removal of noisy data records.

4. Data Standardization and Normalization.

Also, in the experiments, there were two kinds of noisy data: A
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1. Ones were because of errors in data recording; those were obvious, so they were

deleted.

2. Others were very far away from all other data points in the same clusters; those data

points were noticed over many iterations and then the decision was either to remove

them or reassigning them to other closest clusters.

Each attribute in the sample data, that is shown in Figure 3.2, has different range of

magnitude, as an example, the High Schools General Exam (HSGE) attribute’s range is

(0 - 1000) while the Cumulative Grade Point Average (CGPA) attribute’s range is (0 -

4). These two attributes, as an example, have a huge difference in their ranges. In order

to be able to test such attributes, within the same datasets, using K-means Clustering

Algorithm, we need to make normalization and standardization on each attribute of our

sample.

The goal of data normalization and standardization is to eliminate data redundancy

with the aim of ensuring the integrity of data. Data preprocessing is a very important and

time consuming task in data mining field. Preprocessing is needed in our algorithm in

order to be sure that our data is cleaned. Our aim in preprocessing task is to get a suitable

target dataset.

The preprocessing tasks were as follows:

1. Dimension Reduction.

• Remove unwanted records.

• Remove unwanted attributes.

2. Reclassification

• Converting text fields to digits.

• Categorize attributes in proper datasets. A
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3. Data Standardization

• Range standardization.

• Values standardization (discrete and continuous).

3.3. Data Clustering

In some applications, the data have no class attributes. The user wants to explore

the data to find some essential and intrinsic structures in them. Clustering is one of the

methods that are using for finding such structures. It organizes data points into similar

groups, called clusters such that the data points in the same cluster are similar to each

other and data points in different clusters are very different from each other.

Clustering is the assignment of objects into groups (called clusters) so that objects

from the same cluster are more similar to each other than objects from different clusters.

Often similarity is assessed according to a distance measure, distance functions will be

explained in details in subsection 3.5.3. Clustering is a common technique for statistical

data analysis, Data Analysis will be explained in details in section 3.5.

3.4. K-means Clustering Algorithm

K-means Clustering Algorithm, simply speaking, is an algorithm that classifies and

groups objects based on some attributes/features into K number of group. K is positive

integer number. The grouping is done by minimizing the distances between data and the

corresponding cluster centroid. Thus, the purpose of K-mean clustering is to classify the

data. The k-means algorithm is the best known partitional clustering algorithm. It is also

the most widely used among all clustering algorithms due to its simplicity and efficiency.

In practice, several k values are tried and the one that gives the most desirable result is

selected, K-means Clustering Algorithm Flow Chart is shown in Figure3.3.
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Figure 3.3: K-means Clustering Algorithm Flow Chart

Given a set of data points and the needed number of clusters (K), this algorithm itera-

tively partitions the data into k clusters based on a distance function. At the beginning, the

algorithm randomly selects k data points as the centroids. It then computes the distance

between each centroid and every data point. Each data point is assigned to the closest

centroid. A centroid and its data points represent a cluster. Once all the data points in the

data are assigned, the centroid for each cluster is recomputed using the data points in the

current cluster. This process repeats until a stopping criterion is met. K-means Clustering

Algorithm is shown in Figure 3.4. A
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The stopping criterion may be one of the following:

1. no (or minimum) re-assignments of data points to different clusters.

2. no (or minimum) change of centroids.

Figure 3.4: K-means Clustering Algorithm

We were testing datasets using MATLAB r2008b (The MathWorks, 2008). MatLab

provides different toolboxes; one of those toolboxes is the Statistics Toolbox. Statistics

Toolbox provides many functions that make the clustering task much easier for the user;

one of those functions is the kmeans function. The function kmeans partitions data into k

mutually exclusive clusters, and returns the index of the cluster to which it has assigned

each observation, MatLab kmeans function usage is shown in formula (3.1).

IDX = kmeans(X ,k), (3.1)

where X is a matrix. kmeans function partitions the points in the data matrix X into K

clusters. kmeans function returns an n-by-1 vector IDX containing the cluster indices

of each point. By default, kmeans uses squared Euclidean distance function. Distance

functions will be explained in details in subsection 3.5.3. A
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3.5. Data Analysis

Data analysis is an important stage of the research process. Data analysis is a process

of gathering, modeling, and transforming data. Our goal is highlighting useful informa-

tion, suggesting conclusions, and supporting decision making. Data mining is a particular

data analysis technique that focuses on modeling and knowledge discovery for predictive

rather than purely descriptive purposes.

3.5.1. Significant Attributes Selection

After Data preprocessing, some attributes were excluded while others were selected

according to their influence on data clustering; this will be explained in details subse-

quently in chapter 4.

At the time of testing datasets whose most significant attributes were selected, we

found that our selected attributes were divided into two types; Continuous and Discrete. It

was also found that the continuous attributes (HSGE and CGPA) overpowered the discrete

ones (CS1 and English1) in data clusters. So the decision was to categorize continuous

attributes according to data normalization method that is called: Min-Max. Min-Max is

a linear transformation of the original range into a newly specified data range, as seen in

equation (3.2).
Max−Min

n
(3.2)

Where Max: is the highest value in the range, Min: is the lowest value in the range and n:

is the number of classes in the new range.

3.5.2. Number of Clusters (Groups) Selection

To identify the most suitable number of clusters in the datasets, Silhouette Coeffi-

cients was used. Silhouette is used to plot clustered data. It shows which objects lie well

within the cluster and which ones are merely somewhere in between clusters. The entire

Silhouette plot shows the silhouettes of all clusters next to each other, so that the quality A
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of clusters can be compared. In order to determine the right number of clusters, the Sil-

houette Coefficients are used. For a given point i in a cluster A, the silhouette of I, s(i), is

shown in Equation (3.3) as follows:

s(i) =
b(i)−a(i)

max{a(i),b(i)}
(3.3)

where a(i) is the average dissimilarity of i-data point to all other data points in the same

cluster (the cluster to which i belongs). And b(i) is the minimum of average dissimilarity

of i- data point to all data points in other cluster (in the closest cluster to which i belongs).

It is followed from Formula (3.3) that -1 ≤ s(i) ≤ 1 i.e. s(i) lies somewhere between

-1 and 1. The value of s(i) has three cases:

1. If silhouette value is close to 1, it means that the sample data is "well-clustered"

and it was assigned to a very appropriate cluster.

2. If silhouette value is about zero, it means that the sample data could be assigned to

another closest cluster as well, and the sample data lies equally far away from both

clusters.

3. If silhouette value is close to -1, it means that the sample data is "misclassified" and

is merely somewhere in between the clusters.

The overall average silhouette width for the entire plot is simply the average of the

s(i) for all objects in the whole dataset. The largest overall average silhouette indicates

the best clustering (number of cluster). Therefore, the number of cluster with maximum

overall average silhouette width is taken as the optimal number of the clusters, Silhouette

plot examples are shown in Figures 3.5 and 3.6.

3.5.3. Suitable Distance Function Selection

There are many different distance measures for K-means Clustering Algorithm, de-

pending on the kind of data that is being clustered. Each cluster in the partition is defined A
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Figure 3.5: Silhouette Plot Example1.

by its member objects and by its centroid, or center. The centroid for each cluster is

the point to which the sum of distances from all objects in that cluster is minimized. K-

means computes cluster centroids differently for each distance measure, to minimize the

sum with respect to the measure that has been specified.

According to the tested data, different Silhouettes showed that the Square Euclidean

was the most suitable distance function in which it was the one that gave us the most

accurate values in data clustering. The standard Euclidean distance is used for numeric

attributes. The standard Euclidean distance is squared in order to place progressively

greater weights on data points that are further apart. The standard Euclidean distance is A
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Figure 3.6: Silhouette Plot Example2.

shown in Formula (3.4).

dist(Xi,X j) = (xi1− x j1)2 +(xi2− x j2)2 + ...+(xir− x jr)2. (3.4)

The most commonly used distance functions for numeric attributes are the Euclidean

distance and Manhattan (city block) distance. Both distance measures are special cases

of a more general distance function called the Minkowski distance. We use dist(xi, xj) to

denote the distance between two data points of r dimensions. The Minkowski distance is

shown in Formula (3.5):

dist(Xi,X j) = (|xi1− x j1|h + |xi2− x j2|h + ...+ |xir− x jr|h)
1
h , (3.5) A
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where h is a positive integer.

If h = 2, it is the Euclidean distance which is shown in Formula (3.6),

dist(Xi,X j) =
√

(xi1− x j1)2 +(xi2− x j2)2 + ...+(xir− x jr)2. (3.6)

If h = 1, it is the Manhattan distance which is shown in Formula (3.7),

dist(Xi,X j) = |xi1− x j1|+ |xi2− x j2|+ ...+ |xir− x jr|. (3.7)

3.5.4. Suitable Cluster Identification Selection

After modeling our data, we need to Find a suitable naming and identification for

each cluster. This will be explained in details in the Experimental and Theoretical Results

chapter (Chapter 4), in the Clusters Representation section (Section 4.4).

3.6. Clusters Representation

Once a set of clusters is found, the next task is to find a way to represent the clusters.

The resulting clusters need to be represented in a Comprehensible and reasonable way in

which it facilitates the evaluation of the resulting clusters. There are many ways for the

representation of clusters. We used the so-called "classification models". In this method,

we treat each cluster as a class. That is, all the data points in a cluster are regarded as

having the same class label, e.g., the cluster ID.

3.7. Cluster Evaluation

After finding the appropriate number of clusters, these clusters have to be assessed.

When using data clustering algorithms, nobody knows what the correct clusters are given

a dataset. Thus, the quality of a clustering is much harder to evaluate. That means that

metrics must be used to measure how good the clustering techniques are and to evaluate

the quality of a set of dataset clusters. To evaluate the clusters, some of the commonly A
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used evaluation methods were used, which are: User Inspection, Purity, Precision and

Recall. Recall and precision are more useful measures that have a fixed range and are

easy to compare across clusters. A combination of both precision and recall that measures

the extent to which a cluster contains only objects of a particular class and all objects of

that class.

3.7.1. User Inspection

User Inspection: users inspect the resulting clusters and score them. Since this process

is subjective, we took the average of the scores from all users as the final score of the

clustering. This manual inspection is obviously time consuming task. It is subjective

as well. However, in most applications, some level of manual inspection is necessary

because no other existing evaluation methods are able to guarantee the quality of the final

clusters. It should be noted that direct user inspection may be easy for certain types of

data, but not for others. In order to be sure of our evaluation, we’ve tried other evaluation

methods; those will be explained in details in next subsection subsequently.

3.7.2. Purity

Purity: is the measure of the extent that a cluster contains only one class of data. The

purity of each cluster is computed with equation (3.8), (Liu, 2007).

purity(Di) = max j(Pri(c j)), (3.8)

where Pri(ci) is the proportion of class c j data points in cluster i or Di.

The total purity of the whole clustering (considering all clusters) is show in equation (3.9),

(Liu, 2007).

puritytotal(D) =
k

∑
i=1

|Di|
|D|
× purity(Di). (3.9)
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3.7.3. Precision

Precision: can be seen as a measure of exactness or fidelity i.e. how many of the data

points in this cluster belong there? Precision is the fraction of a cluster that consists of

data points of a specific class. Precision is calculated as the portion of cluster j that is a

member of class i, thus measuring how homogenous cluster j is with respect to class i, as

seen in Equation (3.10), (Rosenberg and Hirschberg, 2007; Davis and Goadrich, 2006).

precision(ci, l j) =
ni j

n j
, (3.10)

where ci is the data points’ class and lj is the data points’ cluster. The nij value is

the count of class ci’s data points in cluster lj. And the nj value is the total number of

data points in cluster lj. Precision has a fixed range: 0.0 to 1.0 (or 0% to 100%). The key

in finding better clustering is to increase precision without sacrificing recall (Yang et al.,

2003).

3.7.4. Recall

Recall: can be seen as a measure of completeness i.e. did all of the data points that

belong in this cluster make it complete? Recall is the extent to which a cluster contains

all objects of a specific class. Recall is calculated as the portion of items from class i that

are present in cluster j, thus measuring how complete cluster j is with respect to class i, as

seen in Equation (3.11), (Rosenberg and Hirschberg, 2007; Egghe, 2008).

recall(ci, l j) =
ni j

ni
, (3.11)

where ci is the data points’ class and lj is the data points’ cluster. The nij value is the

count of class ci’s data points in cluster lj. And the ni value is the total number of data

points in class ci. Recall has a fixed range: 0.0 to 1.0 (or 0% to 100%). Good clusters A
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must have a high recall to be admissible in most applications (Yang et al., 2003).
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4. Experimental and Theoretical Results

Experimental results can lead to more questions about the problem and issue under

study. First, as results were found, additional insights often occurred. So in a way, the

act of finding results leaded us to further analysis and interpretation. And second, results

leave a permanent record of the experiment that can be used by others. The adopted

Experimental and Theoretical steps are show in Figure 4.1.

After data interpretation, the following was recognized:

1. Recognizing the number of clusters and identifying each one of them.

2. Recognizing the most important attributes that influence the student’s section allo-

cation.

3. Recognizing the most suitable Distance Function to be used.

As seen in Figure 4.1, The adopted Experimental and Theoretical steps are:

1. Data Preprocessing: This task was achieved first before testing. Data preprocessing

step consists of three parts which are:

• Dimension Reduction.

• Reclassification.

• Data Standardization.

2. Datasets Testing: Many experimental tests have been done on many datasets, using

MATLAB R©2008b (The MathWorks, 2008).

3. Data Interpretation: After data interpretation, the following was recognized:

• Significant Attributes: These are the attributes that have the most influence

and impact on the sample data. A
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• Suitable Number of Clusters: This step was done in respect of Silhouette Val-

ues.

• Suitable Distance Function: In this step the most appropriate grouping was

found according to the findings.

4. Clusters Representation: This step is the task to find a way to represent the resulting

clusters.

5. Clusters Evaluation: After Clusters Evaluation, the following were done:

• Suitable Grouping for CS2 Students: This step was done in respect of the

Confusion matrices. Each cluster has its own Confusion matrix.

• CS2 Students’ Distribution: This distribution is done according to the pre-

selected attributes; HSGE, CGPA, CS1 and English1.
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Figure 4.1: Experimental and Theoretical steps Flow Chart
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4.1. Data Preprocessing

The preprocessing tasks were as follows:

1. Dimension Reduction.

2. Reclassification

3. Data Standardization

The first task was the dimension reduction. This task is needed in order to increase

the efficiency of k-means Clustering algorithm. First, all unwanted records in the sample

were removed. About 132 records in CS1 attribute that have no-data (null) values were

found. We believe that the CS1 attribute is one of the most important attributes because

it is the main prerequisite course of CS2, so we decided to remove such records from the

sample in order to preserve data integrity. At that time, ’-0.5’ values to those records that

have no-data (null) values in English1 attribute were given. After running many tests on a

number of datasets, we found that English1 attribute has a big impact on data clustering.

We decided to cross out the records that have no-data (null) values, just as we did in CS1

attribute in order to preserve the data standardization in the attributes, as seen in Figure

4.2(b). Those were about 156 records, as seen in Figure 4.2(a). Scaling data values in

such similar range, [0 - 4], prevents outweighing attributes with large range to overpower

the other ones.
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(a) With ’-0.5’ values in English1 attribute.

(b) After preprocessing and discretization excluding ’-0.5’ values.

Figure 4.2: Different datasets before and after preprocessing and discretization

Another misleading value we found in CS1 and English1 attributes was the exempt

(’free from’ or ’pass’) value, which denotes students who passed the Computer Skills

Qualification or English Qualification exams respectively. Such records couldn’t be crossed A
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out, because simply they were somehow an indicator on student levels in Computer Skills

Qualification and English Qualification exams. Also those records were about 1172

records in CS1 attribute and 623 records in English1 attribute, which means that they

were about 60% of the data in CS1 attribute, as seen in Figure 4.3.

Figure 4.3: Pie Graph for the whole (CS1) Records.

At first, the value ’5’ was given to these records. It was noticed that ’5’ values is skew-

ing data points toward high scores clusters, for more figures and information comparisons

see Appendix A. So, the decision was to give those records the value ’2.75’. This number

was chosen in order not to affect CS1 and English1 attributes’ intervals correspondingly.

For example, if the value ’2.5’ was given, the differences between the real range and the

pass values ones would not be differentiated. However the ’2.75’ value is a middle one

between the high score ’A’ and the failed one ’F’ that is not affecting any of the grades. A
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4.2. Datasets Testing

After having performed data cleansing and achieving a collection of data of clean

datasets, the datasets are ready now for testing. The total number of records, after data

preprocessing and data cleansing is done, is 1799 records, a snapshot of the data is shown

in Figure 4.4.

Figure 4.4: A snapshot of Students Data records after preprocessing task is completed.

Many experimental tests have been done on many datasets, using MATLAB R©2008b

(The MathWorks, 2008). The purpose of running that much of tests on many datasets is

proving the proposed solution and the proposed explanation about how things are. This

can be done via repeated experimental observations that could lead us to good results. It

is often unclear with experimental tests, how wide their scope is. Thus, it is impossible

to tell from a small set of tests’ results whether these results are particular or even are

more widely applicable, even though the algorithm is completely specified and applied.

For this reason, many experimental tests have been done on many datasets. A
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4.3. Data Interpretation

4.3.1. Significant Attributes

After Data preprocessing and data testing, some attributes were excluded while others

were selected according to their influence on data clustering.

After running many tests on a number of datasets, we could found the most important

attributes in the sample according to their influence and impact on data clustering, which

were as follows:

1. High Schools General Exam (HSGE), which gives us an indicator on the back-

ground knowledge of each student.

2. Cumulative Grade Point Average (CGPA), which gives us a long term indicator

(general) on students’ levels in their specializations.

3. Computer Skills 1 (CS1), which gives us an indicator on each student’s level in

computer skills.

4. English1, which gives us an indicator on each student’s level in English.

Many experiments have been done on many dataset with different attributes. Some

of the important experiments are explained in details in Appendix A, B and C. Some of

the excluded attributes were the Grade Point Average (GPA) and English II (English2).

The GPA attribute was excluded because the CGPA attribute overpowers it. CGPA, as

was mentioned, gives a long term indicator on students’ levels in their specializations.

So, there is no need for the GPA attribute to be included which gives us an indicator on

students’ levels at one semester that could be shown by the long term CGPA. Also we

excluded the English2 attribute because many students haven’t taken it yet and English1

attribute was enough to indicate each student’s level in English. Also the influence of

English1 attribute on data overpowers the English2 attribute’s one. A
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4.3.2. Suitable Number of Clusters

After running many investigations, the most appropriate grouping according to the

findings was found. The last tested dataset, Experiment No.2, consists of 1799 records

and four attributes (HSGE, CGPA, CS1 and English1). According to its Silhouettes, Sil-

houette was explained in details in chapter 3, the most appropriate number of clusters

(groups) was k=4, as seen in Figures 4.11(a), 4.11(b), 4.6(a) and 4.6(b). Also k=6 clusters

Silhouette was suitable, as seen in figure 4.6(a). Excluding this case (k=6) is explained in

details in Appendix B.

The Silhouette value has three cases:

1. If silhouette value is close to 1, it means that the sample data is "well-clustered"

and it was assigned to a very appropriate cluster.

2. If silhouette value is about zero, it means that the sample data could be assigned to

another closest cluster as well, and the sample data lies equally far away from both

clusters.

3. If silhouette value is close to -1, it means that the sample data is "misclassified" and

is merely somewhere in between the clusters.

The overall average silhouette width for the entire plot is simply the average of the

Silhouette values for all objects in the whole dataset. The largest overall average silhouette

indicates the best clustering (number of cluster). Therefore, the number of cluster with

maximum overall average silhouette width is taken as the optimal number of the clusters.

Silhouettes that follows theses rules were those of k=4, as seen in Figure 4.11(a). That

was the reason of choosing the most appropriate number of clusters (groups) which were

4.
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(a) k=4

(b) k=5

Figure 4.5: Square Euclidean Distance Function Silhouettes for Experiment No.2 with
different number of clusters (K).
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(a) k=6

(b) k=7

Figure 4.6: Square Euclidean Distance Function Silhouettes for Experiment No.2 with
different number of clusters (K).
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4.3.3. Suitable Distance Function

Experiment No.1

One of the experiments, as an example, that was tested on a dataset that consist of 1955

records and three attributes which are: CGPA, CS1 and English1. Figure 4.7(a) and Figure

4.7(b) show us the Manhattan Distance Function for Experiment No.1 with k=4 and k=5

respectively.

Figure 4.8(a) and Figure 4.8(b) show us the Euclidean Distance Function for Experi-

ment No.1 with k=4 and k=5 respectively.

Figure 4.9(a) and Figure 4.9(b) show us the Square Euclidean Distance Function for

Experiment No.1 with k=4 and k=5 respectively. It is obvious from those figures that

the Square Euclidean Distance Function for Experiment No.1 gave us the most accurate

values in data clustering.

Experiment No.2

One of the other experiments that had proved the chosen of Square Euclidean Distance

Function is Experiment No.2. It was tested on a dataset that consist of 1799 records and

four attributes which are: HSGE, CGPA, CS1 and English1. Figure 4.10(a) and Figure

4.10(b) show us the Euclidean Distance Function for Experiment No.2 with k=4 and k=5

respectively. Figure 4.11(a) and Figure 4.11(b) show us the Square Euclidean Distance

Function for Experiment No.2 with k=4 and k=5 respectively. It is obvious from those

figures that the Square Euclidean Distance Function for Experiment No.2 gave us the

most accurate values in data clustering. Silhouettes is used for comparisons on the selected

distance function. A
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(a) Manhattan with k=4 clusters.

(b) Manhattan with k=5 clusters.

Figure 4.7: Manhattan Distance Function Silhouettes for Experiment No.1.
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4.4. Clusters Representation

Once a set of clusters is found, the next task is to find a way to represent the clusters.

The resulting clusters need to be represented in a comprehensible and reasonable way in

which it facilitates the evaluation of the resulting clusters. There are many ways for the

representation of clusters. We used the so-called "classification models". In this method,

we treat each cluster as a class. That is, all the data points in a cluster are regarded as

having the same class label, e.g., the cluster ID.

4.5. Clusters Evaluation

After finding the appropriate number of clusters, these clusters have to be assessed.

The quality of a clustering is hard to evaluate. That means that metrics must be used to

measure how good the clustering techniques are and to evaluate the quality of a set of

dataset clusters. To evaluate the clusters, some of the commonly used evaluation methods

were used, which are: User Inspection, Purity, Precision and Recall. Recall and precision

are more useful measures that have a fixed range and are easy to compare across clusters.

A combination of both precision and recall that measures the extent to which a cluster

contains only objects of a particular class and all objects of that class.

4.5.1. Evaluation of Experiment No.2 with k=4

Representing results is one of the appropriate ways of evaluation, as was mentioned

in section 4.4. Figure 4.12 shows the 3-D representation of CS2 clusters with k=4 i.e.

the total number of clusters is four. In this figure, the first cluster (Cluster1) shows a

high score of the value (2.5), the second cluster (Cluster2) shows a high count in values

below (2), the third cluster (Cluster3) illustrates the maximum count of the value (3), and

finally, the fourth cluster (Cluster4) shows a high score of the value (3.5) and above. This

result had guided us to the final grouping (categorization) resuls, this categorization will

be explained in details in section 4.6. Distribution of students among clusters is shown A
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in Table 4.1. As shown in Table 4.1, the first cluster (Cluster1) has 411 data points, the

second cluster (Cluster2) has 304 data points, the third cluster (Cluster3) has 441, and

finally, the fourth cluster (Cluster4) has 643 data points. The last row of this table show

the total number of data points which is 1799.

Table 4.1: Number of Students per Cluster in Experiment No.2 with k=4
Cluster No. Of Students

1 411
2 304
3 441
4 643

Total 1799

The Confusion Matrix in table 4.2 shows the purity values of each cluster for (CS2)

in Experiment No.2 with k=4 before categorization. It also shows the total purity of the

whole clustering. Purity is the measure of the extent that a cluster contains only one class

of data i.e. how pure is the cluster in respect of a class (value). As an example, the

first cluster is 0.309 pure. That means that the maximum value’s count, here is 127 which

belongs to class (value) 2.5, is forming the purity of the first cluster (Cluster1) by dividing

it by the total number of data points in this cluster (Cluster1) i.e. 127
411 .

Table 4.3 shows the Precision values for (CS2) in Experiment No.2 with k=4 before

categorization. Precision is a useful measure that has a fixed range which is 0.0 to 1.0 (or

0% to 100%) and is easy to compare across clusters. The key in finding better clustering

is to increase precision without sacrificing recall. The first row is the data points values

(0, 1, 1.5, 2, 2.5, 3, 3.5 and 4) and the first column is showing the clusters ID’s. Each

cell in this table is the cross between the data points and their corresponding cluster. This

cell’s value is showing how many of the data points in this cluster belong there. As an

example, in the first cluster, there are ( 19
411 ) = 0.046 data points out of 411 data points

belong to class (value) zero.

Table 4.4 shows the Recall values for (CS2) in Experiment No.2 with k=4 before A
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categorization. Recall is a useful measure that has a fixed range which is 0.0 to 1.0 (or 0%

to 100%) and is easy to compare across clusters. Good clusters must have a high recall.

Each cell in this table is the cross between the data points and their corresponding cluster.

This cell’s value is showing if all of the data points that belong to this cluster make it

complete. As an example, in the first cluster, there are (19
59 ) = 0.322 data points out of 59

data points which are part of class (value) zero.

Table 4.2: Confusion matrix with purity values for (CS2) in Experiment No.2 with k=4
before categorization.

Cluster zero 1 1.5 2 2.5 3 3.5 4 Purity

1 19 13 31 83 127 84 36 18 0.309
2 19 84 65 79 42 12 2 1 0.276
3 11 8 16 49 114 99 89 55 0.259
4 10 1 2 7 41 68 132 382 0.594

Total 59 106 114 218 324 263 259 456 0.393

Table 4.3: Precision values for (CS2) in Experiment No.2 with k=4 before categorization.
Precision zero 1 1.5 2 2.5 3 3.5 4

Precision of Cluster 1 0.046 0.032 0.075 0.202 0.309 0.204 0.088 0.044
Precision of Cluster 2 0.063 0.276 0.214 0.26 0.138 0.039 0.007 0.003
Precision of Cluster 3 0.025 0.018 0.036 0.111 0.259 0.224 0.202 0.125
Precision of Cluster 4 0.016 0.002 0.003 0.011 0.064 0.106 0.205 0.709

Table 4.4: Recall values for (CS2) in Experiment No.2 with k=4 before categorization.
Recall zero 1 1.5 2 2.5 3 3.5 4

Recall of Cluster 1 0.322 0.123 0.272 0.381 0.392 0.319 0.139 0.039
Recall of Cluster 2 0.322 0.792 0.57 0.362 0.13 0.046 0.008 0.002
Recall of Cluster 3 0.186 0.075 0.151 0.225 0.352 0.376 0.344 0.121
Recall of Cluster 4 0.169 0.009 0.018 0.032 0.127 0.259 0.51 0.838
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4.5.2. Evaluation of Experiment No.2 with k=7

Also the case of k=7 clusters was tested because CS2 course has seven passed grad-

ing categories which are: D, D+, C, C+, B, B+ and A), in addition to the eighth failed

category, which is (F). As seen in Figure 4.6(b), although k=7 is not a bad result but re-

garding the other K values, it is not the best. Figure 4.13 shows a 3-D representation of

CS2 clusters with k=7. This representation will help us in evaluating Experiment No.2

with k=7.

Distribution of students among clusters is shown in table 4.5. As shown in Table

4.5, the first cluster (Cluster1) has 295 data points, the second cluster (Cluster2) has 393

data points, the third cluster (Cluster3) has 150, the fourth cluster (Cluster4) has 150 data

points, the fifth cluster (Cluster5) has 106 data points, the sixth cluster (Cluster6) has 261

data points, and finally, the seventh cluster (Cluster7) has 444 data points. The last row of

this table show the total number of data points which is 1799.

Table 4.5: Number of Students per Cluster in Experiment No.2 with k=7.
Cluster No. Of Students

1 295
2 393
3 150
4 150
5 106
6 261
7 444

Total 1799

The Confusion matrix in table 4.6 shows the purity values of each cluster for (CS2) in

Experiment No.2 with k=7. Purity is the measure of the extent that a cluster contains only

one class of data i.e. how pure is the cluster in respect of a class (value). As an example,

the first cluster is 0.315 pure. That means that the maximum value’s count, here is 93

which belongs to class (value) 2.5, is forming the purity of the first cluster (Cluster1) by

dividing it by the total number of data points in this cluster (Cluster1) i.e. 93
295 . A
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Also after extracting the confusion matrix of (CS2) in Experiment No.2 with k=7, the

following were found:

1. No distinct categories could be concluded.

2. Each cluster has more than one maximum Recall value, as an example, cluster

number (2) in table 4.6 has three maximum Recall values; zero, 2.5 and 3.

3. It is also obvious from Figure 4.13 that there are many clusters which have more

than one high count in values, as an example, Cluster6 and Cluster7.

Table 4.7 shows the Precision values for (CS2) in Experiment No.2 with k=7. Preci-

sion is a useful measure that has a fixed range which is 0.0 to 1.0 (or 0% to 100%) and is

easy to compare across clusters. The key in finding better clustering is to increase preci-

sion without sacrificing recall. The first row is the data points values (0, 1, 1.5, 2, 2.5, 3,

3.5 and 4) and the first column is showing the clusters ID’s. Each cell in this table is the

cross between the data points and their corresponding cluster. This cell’s value is show-

ing how many of the data points in this cluster belong there. As an example, in the first

cluster, there are ( 10
295 ) = 0.034 data points out of 295 data points belong to class (value)

zero.

Table 4.8 shows the Recall values for (CS2) in Experiment No.2 with k=7. Recall is

a useful measure that has a fixed range which is 0.0 to 1.0 (or 0% to 100%) and is easy

to compare across clusters. Good clusters must have a high recall. Each cell in this table

is the cross between the data points and their corresponding cluster. This cell’s value

is showing if all of the data points that belong to this cluster make it complete. As an

example, in the first cluster, there are (10
59 ) = 0.169 data points out of 59 data points which

are part of class (value) zero. A
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Table 4.6: Confusion matrix with purity values for (CS2) in Experiment No.2 with k=7.
Cluster zero 1 1.5 2 2.5 3 3.5 4 Purity

1 10 7 17 55 93 66 29 18 0.315
2 16 9 17 43 107 82 77 42 0.272
3 6 10 23 43 39 19 7 3 0.287
4 9 60 33 32 11 5 0 0 0.400
5 7 19 21 36 21 1 1 0 0.340
6 8 1 1 5 29 55 63 99 0.379
7 3 0 2 4 24 35 82 294 0.662

Total 59 106 114 218 324 263 259 456 0.407

Table 4.7: Precision values for (CS2) in Experiment No.2 with k=7.
Precision zero 1 1.5 2 2.5 3 3.5 4

Precision of Cluster 1 0.034 0.024 0.058 0.186 0.315 0.224 0.098 0.061
Precision of Cluster 2 0.041 0.023 0.043 0.109 0.272 0.209 0.196 0.107
Precision of Cluster 3 0.040 0.067 0.153 0.287 0.260 0.127 0.047 0.020
Precision of Cluster 4 0.060 0.400 0.220 0.213 0.073 0.033 0.000 0.000
Precision of Cluster 5 0.066 0.179 0.198 0.340 0.198 0.009 0.009 0.000
Precision of Cluster 6 0.031 0.004 0.004 0.019 0.111 0.211 0.241 0.379
Precision of Cluster 7 0.007 0.000 0.005 0.009 0.054 0.079 0.185 0.662

Table 4.8: Recall values for (CS2) in Experiment No.2 with k=7.
Recall zero 1 1.5 2 2.5 3 3.5 4

Recall of Cluster 1 0.169 0.066 0.149 0.252 0.287 0.251 0.112 0.039
Recall of Cluster 2 0.271 0.085 0.149 0.197 0.330 0.312 0.297 0.092
Recall of Cluster 3 0.102 0.094 0.202 0.197 0.120 0.072 0.027 0.007
Recall of Cluster 4 0.153 0.566 0.289 0.147 0.034 0.019 0.000 0.000
Recall of Cluster 5 0.119 0.179 0.184 0.165 0.065 0.004 0.004 0.000
Recall of Cluster 6 0.136 0.009 0.009 0.023 0.090 0.209 0.243 0.217
Recall of Cluster 7 0.051 0.000 0.018 0.018 0.074 0.133 0.317 0.645

4.6. Final Results

4.6.1. Suitable Grouping (Cluster Identification) for CS2 Students

According to the investigation of Experiment No.2 with k=4 that was explained in

details in subsection 4.5.1, the appropriate categories were found for CS2 students, as

shown in Table 4.9. And according to the Confusion matrix of (CS2) in Experiment A
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No.2 with k=4 after categorization Table 4.10, we found that the most suitable number of

categories for the CS2 students was 4 which are: Weak, Good, V. Good and Excellent.

Figure 4.14 shows the 3-D representation of CS2 categories for the results. As seen in

Figure 4.14, the subdivision of the (CS2) values into such categories is as follows:

1. Weak; is the category that is giving for those values that are less than or equal 2 (≤

2).

2. Good; is the category that is giving for values that are grater than 2 and less than 3

(> 2 and < 3).

3. V. Good; is the category that is giving for values that are grater than or equal 3 and

less than 3.5 (≥ 3 and < 3.5).

4. Excellent; is the category that is giving for values that are grater than or equal 3.5

and less than or equal 4 (≥ 3.5 and ≤ 4).

Table 4.9: Categories of CS2 students with their ranges.
Category Range

Weak ≤ 2

Good > 2 and < 3

V. Good ≥ 3 and < 3.5

Excellent ≥ 3.5 and ≤ 4
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Also the purity of this categorization was higher than the one of k=4 (before catego-

rization), k=6 and k=7, as seen in table 4.10. This will be explained in details in the next

subsection (subsection 4.6.2).

4.6.2. Evaluation of Experiment No.2 with k=4 after categorization.

Datasets classifications are used to evaluate clustering algorithms. Datasets classifi-

cations have several classes, and each data point is labeled with only one class. Using

such a classification for cluster evaluation, we make the assumption that each class corre-

sponds to a cluster. After clustering, we compare the cluster memberships with the class

memberships to determine how good the clustering is.

In order to facilitate the evaluation, a confusion matrix from the resulting clusters

was constructed. From the matrix, various measurements can be computed. Table 4.10

shows the Confusion Matrix with purity values for (CS2) in Experiment No.2 with k=4

after categorization. It also shows the total purity of the whole clustering. Purity is the

measure of the extent that a cluster contains only one class of data i.e. how pure is the

cluster in respect of a class (value). As an example, the first cluster is 0.355 pure. That

means that the maximum value’s count, here is 146 which belongs to the Weak category,

is forming the purity of the first cluster (Cluster1) by dividing it by the total number of

data points in this cluster (Cluster1) i.e. 146
411 .

Table 4.10: Confusion Matrix with purity values for (CS2) in Experiment No.2 with k=4
after categorization.

Cluster Weak Good V. good Excellent Purity

1 146 127 84 54 0.355
2 247 42 12 3 0.813
3 84 114 99 144 0.327
4 20 41 68 514 0.799

Total 497 324 263 715 0.584

Table 4.11 shows the Precision values for (CS2) in Experiment No.2 with k=4 after

categorization. Precision is a useful measure that has a fixed range which is 0.0 to 1.0 (or A
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0% to 100%) and is easy to compare across clusters. The key in finding better clustering

is to increase precision without sacrificing recall. The first row is the data points values

(Weak, Good, V. Good and Excellent) and the first column is showing the clusters ID’s.

Each cell in this table is the cross between the data points and their corresponding cluster.

This cell’s value is showing how many of the data points in this cluster belong there. As

an example, in the first cluster, there are (146
411 ) = 0.355 data points out of 411 data points

belong to the Weak category.

Table 4.12 shows Recall values for (CS2) in Experiment No.2 with k=4 after cate-

gorization. Recall is a useful measure that has a fixed range which is 0.0 to 1.0 (or 0%

to 100%) and is easy to compare across clusters. Good clusters must have a high recall.

Each cell in this table is the cross between the data points and their corresponding cluster.

This cell’s value is showing if all of the data points that belong to this cluster make it

complete. As an example, in the first cluster, there are (146
497 ) = 0.294 data points out of

497 data points which are part of the Weak category.

CS2 attribute’s values distribution allover the clusters can be seen in Figure 4.16.

Table 4.11: Precision values for (CS2) in Experiment No.2 with k=4 after categorization.
Precision Weak Good V. good Excellent

Precision of Cluster 1 0.355 0.309 0.204 0.131
Precision of Cluster 2 0.813 0.138 0.039 0.010
Precision of Cluster 3 0.190 0.259 0.224 0.327
Precision of Cluster 4 0.031 0.064 0.106 0.799

Table 4.12: Recall values for (CS2) in Experiment No.2 with k=4 after categorization.
Recall Weak Good V. good Excellent

Recall of Cluster 1 0.294 0.392 0.319 0.076
Recall of Cluster 2 0.497 0.130 0.046 0.004
Recall of Cluster 3 0.169 0.352 0.376 0.201
Recall of Cluster 4 0.040 0.127 0.259 0.719
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4.6.3. CS2 Students’ Distribution

After the final results’ evaluation and after finding the suitable categorization of CS2,

the CS2 students could be distributed over their suitable sections. Also similar groups

of students were found depending on their previous HSGE, CGPA, CS1 and English1

attributes. This distribution is done according to the pre-selected attributes. And now

the CS2 course could be adapted to the students according to their abilities. The four

categories histograms are shown in Figures 4.15(a), 4.15(b), 4.16(a) and 4.16(b).
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(a) Euclidean with k=4 clusters.

(b) Euclidean with k=5 clusters.

Figure 4.8: Euclidean Distance Function Silhouettes for Experiment No.1.
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(a) Square Euclidean with k=4 clusters.

(b) Square Euclidean with k=5 clusters.

Figure 4.9: Square Euclidean Distance Function Silhouettes for Experiment No.1.
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(a) Euclidean with k=4 clusters.

(b) Euclidean with k=5 clusters.

Figure 4.10: Euclidean Distance Function Silhouettes for Experiment No.2.
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(a) Square Euclidean with k=4 clusters.

(b) Square Euclidean with k=5 clusters.

Figure 4.11: Square Euclidean Distance Function Silhouettes for Experiment No.2.
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Figure 4.12: 3-D Diagram of CS2 clusters with k=4.
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Figure 4.13: 3-D Diagram of CS2 clusters with k=7.
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Figure 4.14: 3-D Diagram of CS2 categories for the results (Experiment No.2 with k=4).
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(a) Cluster (1)

(b) Cluster (2)

Figure 4.15: CS2 attribute’s values distribution allover the clusters (clusters 1 and 2).
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(a) Cluster (3)

(b) Cluster (4)

Figure 4.16: CS2 attribute’s values distribution allover the clusters (clusters 3 and 4).
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5. Conclusions and Recommendations

This chapter will address the conclusions and the recommendations.

5.1. Conclusions

CS2 course is given to both medical and humanity colleges’ students within the same

sections i.e. medical and humanity students are taking the same course sections. This

affects the academic achievement of both colleges’ students and makes an achievement

gaps which persist between medical and humanity colleges’ students.

A suitable solution for the Computer Skills-2 (CS2) classes’ classification problem

was found. CS2 course problem resides in its grade scale at the end of the course semester.

Because of the academic achievement gaps among students, the CS2 grade scale usually

consists of two categories of grades. Theses categories are two levels. The first level is

the high scores, usually consist of the medical colleges’ students, and the other is the low

scores, which is usually from humanity colleges’ students.

According to the experimental results, four similar groups of students was found,

which are: Weak, Good, V. Good and Excellent, depending on their previous back-

grounds, knowledge, type of education, discipline, abilities, skills...etc. According to

this categorization, the coordinator of the CS2 course will be able to allocate CS2 stu-

dents to sections with similar interests. This allocation will enable instructors to provide

students with specific topics, help, mentor, materials, exams, exercises...etc, according to

a specific knowledge level that is suitable for each section. This may enable students to

gain better knowledge, well understanding, get higher marks...etc.

According to the experimental results, the following were found:

1. CS2 Course students can be categorized in four classes:

• Weak; is the category that is giving for those values that are less than or equal A
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2 (≤ 2).

• Good; is the category that is giving for values that are grater than 2 and less

than 3 (> 2 and < 3).

• V. Good; is the category that is giving for values that are grater than or equal

3 and less than 3.5 (≥ 3 and < 3.5).

• Excellent; is the category that is giving for values that are grater than or equal

3.5 and less than or equal 4 (≥ 3.5 and ≤ 4).

2. The most significant attributes depending on their deterministic characteristics were:

• High Schools General Exam (HSGE).

• Cumulative Grade Point Average (CGPA).

• Computer Skills 1 (CS1).

• English1.

5.2. Recommendations

1. We recommend that the English 1 course be a prerequisite of CS2 course. English1

attribute was a deterministic one. It had a great impact on the data in experiments

that were carried out. Also the influence of English1 attribute on data overpowers

many attributes. CS2 course is taught in English; so English1 attribute was an

indicator on each student’s level in English.

2. We also recommend that the CS1 course must be taken with some restrictions before

CS2 is registered by students. CS1 attribute was also another deterministic attribute.

It had a great influence and impact on the data in experiments that were performed.

Also the influence of CS1 attribute on data overpowers many attributes.
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6. Future Work

6.1. Outliers Analysis

In statistics, an outlier is an observation that is numerically distant from the rest of

the data. Outliers could be errors in the data recording or some special data points with

very different values. Since the kmeans algorithm uses the mean as the centroid of each

cluster, outliers may result in undesirable clusters. Effectiveness of outliers on clusters

are shown in Figure 6.1(a) and 6.1(b).

(a) Undesirable Clusters

(b) Ideal Clusters

Figure 6.1: Clustering with and without the effect of outliers (Liu, 2007).

6.2. Dealing with Outliers

There are several methods for dealing with outliers. One simple method is to remove

some data points in the clustering process that are much further away from the centroids A
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than other data points. To be safe, we may want to monitor these possible outliers over

a few iterations and then decide whether to remove them. It is possible that a very small

cluster of data points may be outliers. Usually, a threshold value is used to make the

decision.

In the experiments, there were two kinds of outliers:

1. Ones were because of errors in data recording; those were obvious, so they were

deleted.

2. Others were very far away from all other data points in the same clusters; those

data points were noticed over many iterations and then the decision was either to

remove them or reassigning them to other closest clusters. The process of removing

or reassigning outliers is not that easy. This task will be the Future Work of this

research.
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A. Experiment No.1 Clusters

One of the experiments, as an example, that was tested on a dataset that consist of

1955 records and three attributes which are: CGPA, CS1 and English1.

One of the misleading values in CS1 and English1 attributes was the exempt (’free

from’ or ’pass’) value, which denotes students who passed the Computer Skills or En-

glish Qualification exams respectively. Such records couldn’t be crossed out, because

simply they were somehow an indicator on student levels in Computer Skills and English

Qualification exams. Also those records were about 1172 records in CS1 attribute and

623 records in English1 attribute, which means that they were about 60% of the data in

CS1 attribute, as seen in Figure 4.3.

At first, the value ’5’ was given to these records. It was noticed that ’5’ values is

skewing data points toward high scores clusters, as seen in the Figures A.2, A.3, A.4, A.5

and A.6. Figure A.2 shows the data points distribution in Cluster1. Figure A.3 shows

the data points distribution in Cluster2. Figure A.4 shows the data points distribution in

Cluster3. Figure A.5 shows the data points distribution in Cluster4. Figure A.6 shows the

data points distribution in Cluster5.
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Figure A.1: Pie Graph for the whole (CS1) Records.
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Figure A.2: Data points distribution in Cluster1.

A
ll 

R
ig

ht
s R

es
er

ve
d 

- L
ib

ra
ry

 o
f U

ni
ve

rs
ity

 o
f J

or
da

n 
- C

en
te

r  
of

 T
he

si
s D

ep
os

it



www.manaraa.com

70

Figure A.3: Data points distribution in Cluster2.
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Figure A.4: Data points distribution in Cluster3.
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Figure A.5: Data points distribution in Cluster4.
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Figure A.6: Data points distribution in Cluster5.
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B. Experiment No.2 with K=6

Many experimental tests has been done on many datasets, using MATLAB r2008b

(The MathWorks, 2008). The most important experimental results were mentioned and

explained in details in Chapter 4.

One of the other experiments that had proved the chosen of Square Euclidean Distance

Function is Experiment No.2. It was tested on a dataset that consist of 1799 records and

four attributes which are: HSGE, CGPA, CS1 and English1. Representing results is one

of the appropriate ways of evaluation. Figure B.1 shows the 3-D representation of CS2

clusters with k=6 and Figure B.2 shows the 3-D representation of CS2 clusters with k=6

but from the backside view.

The case of k=6 ( six clusters) was tested because k=6 is not a bad result but regarding

the other K values, it is not the best. Distribution of students among clusters is shown

in table B.1. As shown in Table B.1, the first cluster (Cluster1) has 382 data points,

the second cluster (Cluster2) has 475 data points, the third cluster (Cluster3) has 161,

the fourth cluster (Cluster4) has 151 data points, the fifth cluster (Cluster5) has 500 data

points, and the sixth cluster (Cluster6) has 130. The last row of this table show the total

number of data points which is 1799.

Table B.1: Number of Students per Cluster in Experiment No.2 with k=6
Cluster No. Of Students

1 382
2 475
3 161
4 151
5 500
6 130

Total 1799
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Figure B.1: 3-D Diagram of CS2 clusters with k=6.

The Confusion matrix in table B.2 shows the purity values of each cluster for (CS2) in

Experiment No.2 with k=6. Purity is the measure of the extent that a cluster contains only

one class of data i.e. how pure is the cluster in respect of a class (value). As an example,

the first cluster is 0.296 pure. That means that the maximum value’s count, here is 113

which belongs to class (value) 2.5, is forming the purity of the first cluster (Cluster1) by

dividing it by the total number of data points in this cluster (Cluster1) i.e. 113
382 .

Also after extracting the confusion matrix of (CS2) in Experiment No.2 with k=6, the

following were found:

1. No distinct categories could be concluded.

2. Each cluster has more than one maximum Recall value, as an example,as seen in A
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Figure B.2: 3-D Diagram of CS2 clusters with k=6 (Backside view).

table B.2.

3. It is also obvious from Figure B.1 that there are many clusters which have more

than one high count in values, as an example, Cluster2 and Cluster5.

Table B.3 shows the Precision values for (CS2) in Experiment No.2 with k=6. Preci-

sion is a useful measure that has a fixed range which is 0.0 to 1.0 (or 0% to 100%) and is

easy to compare across clusters. The key in finding better clustering is to increase preci-

sion without sacrificing recall. The first row is the data points values (0, 1, 1.5, 2, 2.5, 3,

3.5 and 4) and the first column is showing the clusters ID’s. Each cell in this table is the

cross between the data points and their corresponding cluster. This cell’s value is show-

ing how many of the data points in this cluster belong there. As an example, in the first A
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cluster, there are ( 16

382 ) = 0.042 data points out of 382 data points belong to class (value)

zero.

Table B.4 shows the Recall values for (CS2) in Experiment No.2 with k=6. Recall is

a useful measure that has a fixed range which is 0.0 to 1.0 (or 0% to 100%) and is easy

to compare across clusters. Good clusters must have a high recall. Each cell in this table

is the cross between the data points and their corresponding cluster. This cell’s value

is showing if all of the data points that belong to this cluster make it complete. As an

example, in the first cluster, there are (16
59 ) = 0.271 data points out of 59 data points which

are part of class (value) zero.

Table B.2: Confusion matrix with purity values for (CS2) in Experiment No.2 with k=6.
Cluster zero 1 1.5 2 2.5 3 3.5 4 Purity

1 16 8 20 63 113 91 48 23 0.296
2 8 1 1 1 15 23 89 337 0.709
3 6 9 23 47 44 20 8 4 0.292
4 9 60 36 30 13 3 0 0 0.397
5 12 6 9 37 111 120 113 92 0.240
6 8 22 25 40 28 6 1 0 0.308

Total 59 106 114 218 324 263 259 456 0.399

Table B.3: Precision values for (CS2) in Experiment No.2 with k=6.
Precision zero 1 1.5 2 2.5 3 3.5 4

Precision of Cluster 1 0.042 0.021 0.052 0.165 0.296 0.238 0.126 0.060
Precision of Cluster 2 0.017 0.002 0.002 0.002 0.032 0.048 0.187 0.709
Precision of Cluster 3 0.037 0.056 0.143 0.292 0.273 0.124 0.050 0.025
Precision of Cluster 4 0.060 0.397 0.238 0.199 0.086 0.020 0.000 0.000
Precision of Cluster 5 0.024 0.012 0.018 0.074 0.222 0.240 0.226 0.184
Precision of Cluster 6 0.062 0.169 0.192 0.308 0.215 0.046 0.008 0.000
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Table B.4: Recall values for (CS2) in Experiment No.2 with k=6.
Recall zero 1 1.5 2 2.5 3 3.5 4

Recall of Cluster 1 0.271 0.075 0.175 0.289 0.349 0.346 0.185 0.050
Recall of Cluster 2 0.136 0.009 0.009 0.005 0.046 0.087 0.344 0.739
Recall of Cluster 3 0.102 0.085 0.202 0.216 0.136 0.076 0.031 0.009
Recall of Cluster 4 0.153 0.566 0.316 0.138 0.040 0.011 0.000 0.000
Recall of Cluster 5 0.203 0.057 0.079 0.170 0.343 0.456 0.436 0.202
Recall of Cluster 6 0.136 0.208 0.219 0.183 0.086 0.023 0.004 0.000

Figure B.3: Data points distribution’s Histogram in Cluster1 (k=6).
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Figure B.4: Data points distribution’s Histogram in Cluster2 (k=6).
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Figure B.5: Data points distribution’s Histogram in Cluster3 (k=6).
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Figure B.6: Data points distribution’s Histogram in Cluster4 (k=6).
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Figure B.7: Data points distribution’s Histogram in Cluster5 (k=6).
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Figure B.8: Data points distribution’s Histogram in Cluster6 (k=6).
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C. Experiment No.2 Figures

Figure C.1: Data points distribution’s Histogram in Cluster1 (k=4).
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Figure C.2: Data points distribution’s Histogram in Cluster2(k=4).

Figure C.3: Data points distribution’s Histogram in Cluster3(k=4).
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Figure C.4: Data points distribution’s Histogram in Cluster4(k=4).

Figure C.5: HSGE Attribute’s Histogram in Cluster1 (k=4).
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Figure C.6: HSGE Attribute’s Histogram in Cluster2 (k=4).

Figure C.7: HSGE Attribute’s Histogram in Cluster3 (k=4).
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Figure C.8: HSGE Attribute’s Histogram in Cluster4 (k=4).

Figure C.9: CGPA Attribute’s Histogram in Cluster1 (k=4).
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Figure C.10: CGPA Attribute’s Histogram in Cluster2 (k=4).

Figure C.11: CGPA Attribute’s Histogram in Cluster3 (k=4).
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Figure C.12: CGPA Attribute’s Histogram in Cluster4 (k=4).

Figure C.13: CS1 Attribute’s Histogram in Cluster1 (k=4).
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Figure C.14: CS1 Attribute’s Histogram in Cluster2 (k=4).

Figure C.15: CS1 Attribute’s Histogram in Cluster3 (k=4).
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Figure C.16: CS1 Attribute’s Histogram in Cluster4 (k=4).

Figure C.17: English1 Attribute’s Histogram in Cluster1 (k=4).
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Figure C.18: English1 Attribute’s Histogram in Cluster2 (k=4).

Figure C.19: English1 Attribute’s Histogram in Cluster3 (k=4).
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Figure C.20: English1 Attribute’s Histogram in Cluster4 (k=4).

Figure C.21: Data points distribution’s Histogram in Cluster1 (k=7).
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Figure C.22: Data points distribution’s Histogram in Cluster2 (k=7).

Figure C.23: Data points distribution’s Histogram in Cluster3 (k=7).
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Figure C.24: Data points distribution’s Histogram in Cluster4 (k=7).

Figure C.25: Data points distribution’s Histogram in Cluster5 (k=7).
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Figure C.26: Data points distribution’s Histogram in Cluster6 (k=7).

Figure C.27: Data points distribution’s Histogram in Cluster7 (k=7).
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Figure C.28: Square Euclidean Distance Function Silhouettes for Experiment No.2 with
k=2.
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Figure C.29: Square Euclidean Distance Function Silhouettes for Experiment No.2 with
k=3.

Figure C.30: Euclidean Distance Function Silhouettes for Experiment No.2 with k=2.
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Figure C.31: Euclidean Distance Function Silhouettes for Experiment No.2 with k=3.
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على الشعب من خلال تقنیات  2حاسوبیة  تتحسین عملیة توزیع طلبة مادة مھارا
تنقیب البیانات

إعداد
إسراء فواز الزغول

المشرف
الدكتور عمار محمد الحنیطي

المشرف المشارك
الدكتور عماد خالد صلاح

ــصـملخــ

 مُخْتَلِفةقد طبقت في حقولِ  .مجموعةِ المعلوماتع البیاناتِ أحد أھم الأدواتِ لتَحلیل تركیب یُتَجَمّ
 ِ.الخ. . . استرجاع المعلومات ,رصوال البیانات تحلیل الآلي، تنقیبالتعلم مثل 

و المعلومات،  في مجموعة بةً في التحلیلِ العنقوديِ تعریف عدد العناقیدإنّ المشاكلَ الأكثر صعو
لقیاس المسافة بین  طریقة استخدام المسافة المناسبةد وإیجاإختیار الفئھ التي  ینتمي إلیھا العضو 

مھارات مادة في  علامات الطلابمشكلةَ  حرّى ھذا البحثیت.  كل عنصر و وسیط العنقود
 تطبّق. العنقودي التي تعتمد على تقنیة التجمیعً "ك"خوارزمیة الوسیط  معتمدا على 2 -الحاسوب

بشكل  2 - مھارات الحاسوبمادة  أَخذوا طلاب الذینعلى ال یةجامعةِ الأردنال في ھذه التقنیة
.خاص

 الطلاب تُستَخدم لتَمییز مجموعات التي العنقودي التجمیع خوارزمیةً ھي "ك"خوارزمیة الوسیط 
.المتشابھةالإھتمامات في  ونیَشتركُ قَد نالذی

 مھارات مادة في تصنیف الطلاب اكللمش حَلال ھذا البحث أَن یَجدل إنّ الھدف الرئیسي
 في نھایة الفصل الرئیسة في ھذه الماده تكمن في مِقیاسِ درجات الطلاب مشكلةُال .2-لحاسوبا

و  المعرفیة على خلفیاتِھم تعتمدمن الطلاب  مجموعات مماثلة من الممكن إیجاد كان إذا. الدراسي
لھذه المادة  سقالمن فإن مھارات،القدرات،ال، الانضباط،لدیھمِ ، نوع التعلیمالسابقة معلوماتھم

ذا التخصیصِ سَیُمكّن ھ. مستویات متقاربة من الطلاب كبإمكانھ توزیع الطلاب بحیث یكون ھنا
، الامتحاناتمواد، ال، النصیحةمساعدة، ال، تَزوید الطلاب بالمواضیعِ المعیّنةمن  المدرسین

 كَسْب معرفةمن  الطلاب ھذا قَدْ یُمكّن. شعبة سب لكُلمنا، طبقاً لمستوى المعرفة التمارینال
.الأعلى على العلامات الحصول، أفضل أفضلِ، فَھْم
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:ھي ھذا البحثل الرئیسیة نّ الأھدافإ
-مھارات الحاسوبمادة وإنجازاتِھم الأكادیمیةِ في  الطلاب بین قدرات إیجاد العلاقة -1
2 .
معرفة، ال الخلفیات،نفس لھم : وبمعنى آخرالإھتمامات  نفس لھم طلابال من إیجاد مجموعات -2

.مھاراتالقدرات، ال، نوع التعلیمِ
.المتشابھھ الاھتماماتمِنْ  إلى ھذه المجموعات المادةتَكیّف  -3
.المتفاوتھ المعرفیة الخلفیاتذوي  طلابالبین  ن إنجازات الطلاب والفجوات الأكادیمیةیّتُحس -4
 لبحث یَسْعى لإیجاد العلاقةھذا ا فإن ،2ِ-مشكلة تصنیف الطلاب في مادة مھارت الحاسوب لحَلّ  

في إیجاد  الدعم و دیّتُزوال فيأیضاً  یُقدّم نظرةو . اھتمامات الطلاب وإنجازاتِھم الأكادیمیةبین 
أیضاً في تَكیّف مادة مھارت  ھذه النظرة سَتُساعد .المشتركة الاھتماماتذو  طلابال مجموعات
و التقلیل  الطلاب ن إنجازاتُتحسّی .المشتركة ھتماماتالا إلى ھذه المجموعات مِن 2-الحاسوب

ى العدید مِنْ عل الاختبارات التجریبیة عُمِلت العدید مِن .طلاببین ال كادیمیةالأ فجواتال من
.المعلومات مجموعات

 بالتحقیق مستندة على 2-ت الحاسوبامادة مھارفي الدرجات  مسعى البحث سَیَتحرّى مشكلة
ت المادة مھار الذي تقدمواالطلاب  ستطبق على ذه التقنیةھ، "ك"لوسیط ل خوارزمیة التجمیع

.النَتائِجوإیجاد  فاكتشلاَ 2-الحاسوب
 و لَھُ تأریخ طویل. عموماً لِكي یَكُون أحد أكثر تقنیات تحلیلِ البیانات المستعملة التجمیع  قُدم 

في الطبّ، عِلْم نفْس، عِلْم : على ذلك ، ومثالوالمجالات تقریباً في كُلّ الحقولِ قد أستعملأیضاً، و
.نبات، عِلْم إجتماع، عِلْم أحیاء، التسویق، التأمین، عِلْم مكتبات
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